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What is the overarching goal of my research?

* To develop methods that can understand images from domains where annotations are limited.
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What is the overarching goal of my research?

* To go beyond narrow and offline vision methods toward a general multi-task visual model.
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What is the overarching goal of my research?

* Tointegrate general multi-task visual cues to generate 3D scenes with consistent views.




What is my Specific Research Vision?

* To help artists and animators to create using fast and automated Visual Computing and move towards museography.
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https://www.youtube.com/watch?v=tNgHU5UCBG4&t=501s&pp=ygUbdGludGluIGwnYXZlbnR1cmUgaW1tZXJzaXZl
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Introduction > 1. DUNIT > 2. Vision Transformer Adapters for Generalizable Multitask Learning > 3. 3D generations

Method Overview
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Translation Results Real to Comics using DUNIT
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Translatlon Results Comics to Real usmg DUNIT
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Tintin- Multitasking Results

Introduction > 1. DUNIT > 2. Vision Transformer Adapters for Generalizable Multitask Learning > 3. 3D generations
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3D generation from a single image using geometric multitask
learning
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Introduction > 1. DUNIT > 2. Vision Transformer Adapters for Generalizable Multitask Learning > 3. 3D generations

Details in appearance
Extract appearance semantics

from vison-language models.
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Introduction > 1. DUNIT > 2. Vision Transformer Adapters for Generalizable Multitask Learning > 3. 3D generations

Details in appearance Compositions of objects
Extract appearance semantics “A fox-terrier dog walking in the Alps”.
from vison-language models. Account for multiple objects and

environment composition in 3D
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Introduction 1. DUNIT

Details in appearance
Extract appearance semantics

from vison-language models.

2. Vision Transformer Adapters for Generalizable Multitask Learning

Compositions of objects
“A fox-terrier dog walking in the Alps”.
Account for multiple objects and
environment composition in 3D

3. 3D generations

Poses and keypoints in characters/ faces

Geometrical priors, SMPL
optimisation, animatable meshes
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* To help artists and animators to create using fast and automated Visual Computing and move towards museography.
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https://www.youtube.com/watch?v=tNgHU5UCBG4&t=501s&pp=ygUbdGludGluIGwnYXZlbnR1cmUgaW1tZXJzaXZl

Key Takeaways

» Highly inter-disciplinary research at the
intersection of visual computing and art.

» Opens up cross-cultural collaboration
with multiple research universities and
publishing as well as film animation
companies.

Core Visual Computing methods can
be used across diverse domains like
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